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Abstract. Chebyshev Filtered Subspace Iteration (ChFSI) has been widely adopted for comput-
ing a small subset of extreme eigenvalues in large sparse matrices. This work introduces a residual-
based reformulation of ChFSI, referred to as R-ChFSI, designed to accommodate inexact matrix-
vector products while maintaining robust convergence properties. By reformulating the traditional
Chebyshev recurrence to operate on residuals rather than eigenvector estimates, the R-ChFSI ap-
proach effectively suppresses the errors made in matrix-vector products, improving the convergence
behavior for both standard and generalized eigenproblems. This ability of R-ChFSI to be tolerant to
inexact matrix-vector products allows one to incorporate approximate inverses for large-scale gener-
alized eigenproblems, making the method particularly attractive where exact matrix factorizations
or iterative methods become computationally expensive for evaluating inverses. It also allows us to
compute the matrix-vector products in lower-precision arithmetic allowing us to leverage modern
hardware accelerators. Through extensive benchmarking, we demonstrate that R-ChFSI achieves
desired residual tolerances while leveraging low-precision arithmetic. For problems with millions of
degrees of freedom and thousands of eigenvalues, R-ChFSI attains final residual norms in the range of
10−12 to 10−14, even with FP32 and TF32 arithmetic, significantly outperforming standard ChFSI
in similar settings. In generalized eigenproblems, where approximate inverses are used, R-ChFSI
achieves residual tolerances up to ten orders of magnitude lower, demonstrating its robustness to
approximation errors. By efficiently utilizing modern hardware accelerators and reducing reliance on
high-precision arithmetic, R-ChFSI provides a scalable and computationally efficient alternative for
solving large-scale eigenproblems in high-performance computing environments.
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1. Introduction. Large sparse Hermitian eigenproblems arise in a wide range
of scientific and engineering applications, including data science and machine learn-
ing. Here, the goal is to compute only a small fraction of the extreme eigenpairs –
often less than 0.5% of the matrix size. Specific examples include the discretization
of partial differential equations using localized basis sets or grid-based approaches,
as well as problems in graph theory and network analysis. The solution strategies
for such eigenproblems often rely on fully iterative methods and are usually based
on iterative orthogonal projection approaches. In these approaches, the large sparse
matrix is orthogonally projected onto a carefully constructed smaller subspace rich in
the wanted eigenvectors (Rayleigh-Ritz step), followed by subspace diagonalization of
the projected matrix and a subspace rotation step to recover the desired orthogonal
eigenvector estimates of the original sparse Hermitian matrix. Popular iterative ap-
proaches include Davidson [4, 8], Generalized-Davidson [27], Jacobi-Davidson [15],
Chebyshev-filtered subspace iteration (ChFSI) approach [48], LOBPCG [17], and
PPCG [39]. Another key class of iterative techniques is based on Krylov subspace
methods, namely the Arnoldi method [1], Lanczos methods [20] and their important
variants, including implicit restart Arnoldi methods [35], Krylov-Schur method [36]
and block-Krylov methods [33]. Our focus in this work involves the solution of large,
sparse Hermitian eigenproblems using the ChFSI approach.

Chebyshev filtered subspace iteration (ChFSI) relies on a Chebyshev filtering pro-
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cedure that constructs a subspace rich in the desired eigenvectors exploiting the fast
growth property of Chebyshev polynomials outside the interval [-1,1], followed by a
Rayleigh-Ritz step. Approaches based on ChFSI have become quite popular recently
to solve both standard and generalized eigenproblems [23, 47, 29, 21]. Although vari-
ants of ChFSI approaches combined with the Davidson method [46, 24, 25, 40] have
been proposed, the ChFSI approach remains the preferred choice in electronic struc-
ture codes based on density functional theory for solving the underlying nonlinear ei-
genvalue problem [7, 13, 45, 12] due to its scalability, ability to accommodate evolving
subspaces and computational efficiency [6, 5]. Additionally, ChFSI is memory efficient
compared to Davidson-type approaches and further offers an attractive alternative to
preconditioned-type conjugate gradient approaches for problems, especially for prob-
lems where good preconditioners are unavailable. The current work fills an important
gap in the ChFSI approach by developing a residual-based approach to ChFSI that
is tolerant to inexact matrix-vector products during the subspace construction step.
Most importantly, we demonstrate that this approach is naturally amenable to the use
of inexpensive matrix inverses while employing the ChFSI method to solve large sparse
matrix generalized eigenproblems without affecting the convergence behaviour. We
also show that such an approach can be robust while leveraging low-precision matrix-
vector products. These capabilities are especially important in light of recent changes
in modern heterogeneous computing architectures.

Modern hardware architectures have undergone substantial modifications in re-
cent years due to the computational requirements of machine learning (ML) and
artificial intelligence (AI) training. Owing to their high computational demands,
these domains have gravitated towards the use of low-precision arithmetic for train-
ing and inferencing. In response to this demand, hardware manufacturers have been
enhancing support for low-precision floating-point formats, such as tensorfloat32 and
bfloat16, enabling significantly faster throughput and substantial performance im-
provements. For instance, NVIDIA’s Blackwell GPUs, designed for AI/ML applica-
tions, demonstrate a notable decrease in peak double-precision (FP64) floating-point
performance [30] compared to the previous Hopper architecture. These architectural
changes underscore the necessity to modify scientific computing algorithms to effi-
ciently utilize low-precision processes without compromising accuracy [11, 16]. For
sparse eigensolvers, the ideas of mixed precision preconditioning for the LOBPCG
eigensolver [18] and mixed precision orthogonalization and Rayleigh-Ritz have been
explored for the LOBPCG and ChFSI eigensolvers [18, 7, 28]. We note that in these
works the evaluation of matrix-vector products involved in the subspace construc-
tion still need to be performed in the higher precision arithmetic. We further note
that the capacity to accommodate inexact matrix-vector products facilitated by low-
precision arithmetic can yield substantial performance enhancements. Algorithms
that can accommodate inexact matrix-vector products while ensuring that errors re-
main within acceptable tolerances can efficiently utilize the capabilities of modern
hardware, thereby reducing computational costs. The development of such algorithms
becomes particularly important in light of the evolving hardware landscape.

In this work, we introduce a residual-based reformulation of the Chebyshev fil-
tered subspace iteration (ChFSI) method [32, 47, 48, 45], referred to as the R-ChFSI
method, for solving large-scale sparse Hermitian eigenvalue problems. The key novelty
of R-ChFSI lies in its ability to accommodate inexact matrix-vector products while
preserving convergence properties. This ability makes the proposed method particu-
larly relevant for modern hardware architectures that favor low-precision arithmetic,
significantly improving computational efficiency. The proposed R-ChFSI method is
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also well-suited for generalized eigenvalue problems, as it can employ approximate
matrix inversion and avoid expensive matrix factorizations and iterative solvers that
are otherwise typically required for such problems [21]. The core of our approach is
a reformulated recurrence relation that modifies the standard ChFSI update step to
operate on residuals rather than the guess of the eigenvectors. We then provide a
mathematical justification demonstrating that this reformulation reduces the numer-
ical error in the Chebyshev filtered subspace construction while employing inexact
matrix-vector products compared to the traditional ChFSI recurrence relation. Our
analysis establishes that the proposed R-ChFSI method effectively controls error prop-
agation in the Chebyshev filtering process, resulting in more reliable convergence.

Through extensive benchmarking, we observe that R-ChFSI achieves comparable
or superior residual tolerances while maintaining computational efficiency. Specifi-
cally, for benchmark systems with up to 7.6 million degrees of freedom (DoFs) and
14,000 desired smallest eigenpairs, the FP32 and TF32 variants of R-ChFSI achieve
final residual norms within 10−12 to 10−14, whereas standard ChFSI with the same
precision fails to converge below 10−6. Additionally, in generalized eigenvalue prob-
lems, where we employ a diagonal approximation to the matrix inverse, R-ChFSI
attains a residual tolerance 10 orders of magnitude lower than standard ChFSI,
demonstrating superior robustness to approximation errors. The improved conver-
gence for generalized eigenvalue problems is particularly noteworthy, as it highlights
the ability of R-ChFSI to accommodate approximate inverses while maintaining ac-
curacy. In contrast, standard ChFSI is more sensitive to such approximations, often
leading to a loss in accuracy or requiring significantly higher computational costs to
achieve similar residual tolerances. This advantage of R-ChFSI is especially relevant
in quantum chemistry and electronic structure calculations, where generalized eigen-
value problems frequently arise, and high computational costs constitute a significant
bottleneck. By reducing dependence on exact matrix factorizations and high-precision
arithmetic, R-ChFSI enables efficient exploitation of modern hardware accelerators,
making large-scale eigenvalue computations more feasible in high-performance com-
puting environments.

The remainder of this article is organized as follows: Section 2 outlines the key
steps of the Chebyshev filtered subspace iteration procedure and subsequently ana-
lyzes the convergence properties of ChFSI in terms of how the maximum principal
angle between the current subspace and the target eigenspace evolves during the it-
erations. Section 3 begins by analyzing the convergence of ChFSI when the subspace
is constructed approximately due to inexact matrix-vector products. Subsequently,
this section introduces the proposed residual-based Chebsyshev filtered subspace it-
eration method (R-ChFSI) for both standard and generalized eigenvalue problems.
This section discusses the convergence of R-ChFSI with approximate matrix products
and demonstrates mathematically that the R-ChFSI method can converge even when
the traditional ChFSI method fails. Section 4 presents a comprehensive evaluation of
the proposed R-ChFSI method in terms of accuracy and computational efficiency on
both CPU and GPU architectures. It compares R-ChFSI to the traditional ChFSI ap-
proach for solving real symmetric and complex Hermitian eigenproblems in the case
of both standard and generalized eigenproblems while using inexact matrix-vector
products.

2. Mathematical Background. The ChFSI [32, 33, 47, 48, 29, 45] approach
for solving the desired eigenpairs belongs to the category of iterative orthogonal pro-
jection methods and is one of the widely used strategies to compute the smallest n
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eigenvalues and their corresponding eigenvectors of large sparse matrices [9, 7, 28, 44,
13, 43, 19, 22, 42, 26, 10, 21]. To describe the proposed eigensolver strategy based
on the ChFSI approach, in the current work, we consider the Hermitian generalized
eigenvalue problem of the form

(2.1) Aui = λiBui where A ∈ Cm×m, B ∈ Cm×m.

where A and B are Hermitian matrices with B being a positive-definite matrix. In
addition, λi ∈ R and ui ∈ Cm : ∀i = 1, . . . , n denote the eigenvalue-eigenvector pairs
corresponding to the smallest n eigenvalues. Equation (2.1) reduces to a standard
eigenvalue problem when B = I with I denoting the m×m identity matrix. Without
loss of generality, we assume that the eigenvalues are ordered as λ1 ≤ λ2 ≤ · · · ≤
λn ≤ λn+1 ≤ · · · ≤ λm. For completeness and to introduce notations, we now provide
a brief overview of the ChFSI algorithm, traditionally used to solve the eigenvalue
problem corresponding to (2.1).

2.1. Chebyshev filtered subspace iteration and convergence properties.
ChFSI leverages the properties of Chebyshev polynomials to efficiently filter out the
components of the unwanted eigenvectors (corresponding to the remaining m − n
largest eigenvalues), thus enriching the trial subspace with the desired eigenvectors.
To this end, we define the Chebyshev polynomial of degree k as Tk(x) and note that
these polynomials exhibit the fastest growth in their magnitude when |x| > 1 while
remaining bounded between [−1, 1] when |x| ≤ 1. To exploit this fast growth property
of Tk(x), an affine transformation that maps the largest m− n eigenvalues to [−1, 1]
is defined, and consequently, the desired smallest n eigenvalues get mapped to values
lying in (−∞,−1]. To this end, we define the center of the unwanted spectrum as
c = (λn+1+λm)/2 and the half-width of the unwanted spectrum as e = (λn+1−λm)/2
and hence the required affine transformation can now be represented as L(x) = (x−

Algorithm 2.1 Subspace Iteration accelerated using Chebyshev polynomial of degree
p (ChFSI)

Initial Guess: Let X(0) =
[
x
(0)
1 x

(0)
2 . . . x

(0)
n

]
be the initial guess of the eigen-

vectors ({uj}).
while r

(i+1)
j = ∥Ax

(i+1)
j − ϵ

(i+1)
j Bx

(i+1)
j ∥ ≥ τ do

Chebyshev Filtered Subspace Construction: Construct Y(i)
p = Cp(H)X(i) using

the recurrence:

Y
(i)
k+1 =

2σk+1

e
HY

(i)
k −

2σk+1c

e
Y

(i)
k − σkσk+1Y

(i)
k−1(2.2)

where Y
(i)
0 = X(i) and Y

(i)
1 = σ1

e (H − cI)X(i) and σk+1 = 1/
(
σk − 2

σ1

)
with

σ1 = e/(alow − c). Here Y
(i)
k = Ck(H)X(i) for k = 0, 1, . . . , p

Rayleigh-Ritz step: Solve the smaller n×n dense generalized eigenvalue problem,

Y(i)
p

†
AY(i)

p E = Y(i)
p

†
BY(i)

p EΛ, where E is the eigenvector matrix and Λ is the

diagonal matrix with the eigenvalues
{
ϵ
(i+1)
j

}n

j=1
as its entries. The Ritz vectors

are now given by X(i+1) = Y(i)
p E and the Ritz-Values are given by Λ(i+1) = Λ.

end while
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c)/e. Standard implementations of ChFSI also scale the Chebyshev polynomials to
prevent overflow [32, 33, 47, 48, 45] and consequently the scaled and shifted Chebyshev
polynomials are defined as Ck(x) = Tk(L(x))/Tk(L(alow)) where alow ≤ λ1. We note
that the ChFSI procedure for solving the eigenproblem in (2.1) is usually devised
with the matrix H = B−1A that has the same eigenpairs as Auj = λjBuj . This
procedure for computing the smallest eigenpairs of (2.1) up to a specified tolerance τ
on the eigenproblem residual norm, is summarized in Algorithm 2.1.

2.1.1. Convergence analysis of ChFSI. To ensure completeness, we now pro-
vide a mathematical justification for the convergence of ChFSI. Note that ∥·∥ implies
the 2-norm for vectors and vector-induced matrix 2-norm for matrices (spectral norm)
throughout this work. In order to analyze convergence, we first define the maximum
principal angle between two subspaces [3, 49, 41].

Definition 2.1. Let X ⊂ Cm×m and Y ⊂ Cm×m be subspaces of dimension n.
The maximum principal angle between the two subspaces denoted by ∠(X ,Y) is defined
as

sin∠(X ,Y) = ∥X†
⊥Y∥ = ∥Y†

⊥X∥

where X ∈ Cm×n and Y ∈ Cm×n are matrices whose columns form an orthonormal
basis for X and Y respectively. X⊥ ∈ Cm×m−n and Y⊥ ∈ Cm×m−n are matrices
whose columns form an orthonormal basis spanning the orthogonal complements of X
and Y respectively.

We also state a few results useful for further analysis

Lemma 2.2. Let the matrices E ∈ Cm×n and E⊥ ∈ Cm×(m−n) be given by E =[
In
0

]
and E⊥ =

[
0

Im−n

]
where In and Im−n are the n×n and (m−n)×(m−n) identity

matrices respectively. Let E = R(E) and E⊥ = R(E⊥) where R(.) denotes range of a
matrix. Then for any matrix X ∈ Cm×n with X = R(X) satisfying E⊥ ∩ X = {0} or
equivalently rank

(
E†X

)
= n, we have

tan∠(X , E) = ∥E†
⊥X(E†X)−1∥

Proof. For proof of this statement, we refer the reader to [49, 41].

For the sake of convenience in the subsequent convergence analysis, we define the

Hermitian matrix Ĥ = B− 1
2AB− 1

2 allowing us to rewrite the generalized eigenprob-
lem AU = BUΛ, as a Hermitian standard eigenvalue problem ĤÛ = ÛΛ, where

Û = B
1
2U denotes the m×m unitary matrix with columns as eigenvectors of Ĥ and

Λ denotes the diagonal matrix comprising eigenvalues of Ĥ. Consider the partitioning
of Û as

[
Û1 Û2

]
where Û1 is the m × n matrix whose columns are the eigenvec-

tors corresponding to the lowest n eigenvalues and Û2 is the m × (m − n) matrix
whose columns are the rest of the eigenvectors. We define the wanted eigenspace
corresponding to the n smallest eigenvectors of Ĥ as S = R(Û1) and the unwanted

eigenspace as S⊥ = R(Û2). The trial subspace corresponding to Ĥ at the beginning

of ith iteration is denoted as S(i) = R(X̂
(i)
) where X̂

(i)
= B

1
2X(i). Further, the fil-

tered subspace obtained at the end of the ith iteration is denoted as S(i+1) = R(Ŷ
(i)

p )

where Ŷ
(i)

p = B
1
2Y(i)

p . We note that using the relation B
1
2Cp(H)B− 1

2 = Cp(Ĥ) and

Y(i)
p = Cp(H)X(i) from Algorithm 2.1, we can conclude that Ŷ

(i)

p = Cp(Ĥ)X̂
(i)
, i.e.,

S(i+1) = Cp(Ĥ)S(i).
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Theorem 2.3. For an n-dimensional space S(i) satisfying S(i) ∩S⊥ = {0} where
S⊥ is the orthogonal complement of S and S(i+1) = Cp(Ĥ)S(i),we have the following
inequality

tan∠(S(i+1),S) ≤
∣∣∣∣Cp(λn+1)

Cp(λn)

∣∣∣∣ tan∠(S(i),S)
Proof. Since the maximum principal angle given by Definition 2.1 is invariant

under unitary transformations, we have ∠(S(i+1),S) = ∠(Û
†
S(i+1), Û

†
S) and also

∠(S(i),S) = ∠(Û
†
S(i), Û

†
S). Since the space defined by Û

†
S is the same as E =

R(E), we have, ∠(S(i+1),S) = ∠(Û
†
S(i+1), E) and ∠(S(i),S) = ∠(Û

†
S(i), E). Con-

sider a partitioning of the matrix Û
†
X̂

(i)
as Û

†
X̂

(i)
=
[
Ẑ

(i)
1

Ẑ
(i)
2

]
where Ẑ

(i)

1 = Û
†
1X̂

(i)

and Ẑ
(i)

2 = Û
†
2X̂

(i)
. We note that the assumption S(i) ∩ S⊥ = {0} ensures that Ẑ

(i)

1

is invertible, and consequently, we can write

Û
†
S(i) = R(Û

†
X̂

(i)
) = R

([
Ẑ

(i)

1

Ẑ
(i)

2

])

Subsequently from Lemma 2.2 we have tan∠(S(i),S) = ∥Ẑ
(i)

2 Ẑ
(i)

1

−1

∥ . Further, par-

titioning the diagonal matrix of eigenvalues Λ, we have Λ =
[
Λ1 0
0 Λ2

]
where Λ1

is the n × n diagonal matrix comprising of the wanted eigenvalues and Λ2 is the
(m− n)× (m− n) diagonal matrix comprising of the unwanted eigenvalues. We can
now write

Û
†
S(i+1) = Û

†
Cp(Ĥ)S(i) = Cp(Λ)Û

†
S(i)

= R

([
Cp(Λ1) 0

0 Cp(Λ2)

][
Ẑ

(i)

1

Ẑ
(i)

2

])
= R

([
Cp(Λ1)Ẑ

(i)

1

Cp(Λ2)Ẑ
(i)

2

])

From Lemma 2.2 we now have tan∠(S(i+1),S) = ∥Cp(Λ2)Ẑ
(i)

2 Ẑ
(i)

1

−1

Cp(Λ1)
−1∥ , al-

lowing us to write

tan∠(S(i+1),S) ≤ ∥Cp(Λ2)∥ ∥Ẑ
(i)

2 Ẑ
(i)

1

−1

∥ ∥Cp(Λ1)
−1∥ =

∣∣∣∣Cp(λn+1)

Cp(λn)

∣∣∣∣ tan∠(S(i),S)
3. Approximate Chebyshev Filtered Subspace Construction. We note

that the computationally dominant step in Chebyshev filtered subspace construction

is the evaluation of the sparse-matrix multi-vector product HY
(i)
k in (2.2). A straight-

forward way to accelerate this step is to use approximations in the computation of

HY
(i)
k , allowing for improved efficiency. This should, in principle, allow for the use

of various efficient approximate matrix multiplication techniques, including but not
limited to mixed-precision arithmetic. However, we note that this requires an un-
derstanding of the convergence properties of ChFSI when such approximations are
employed. We now adapt Theorem 2.3 for the case where approximations are used in

computing HY
(i)
k .
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3.1. Convergence of ChFSI with inexact subspace construction. We now

define S(i+1) as the space spanned by the columns of Ŷ
(i)

p = B
1
2Y(i)

p with Y(i)
p

defined as Y(i)
p = Cp(H)X(i) where underline here denotes that approximations are

introduced during matrix multiplications in Step 2 of Algorithm 2.1. We note that

the columns of X̂
(i)

= B
1
2X(i) form an orthonormal basis for S(i).

Theorem 3.1. For an n-dimensional space S(i) satisfying S(i) ∩ S⊥ = {0} and

S(i+1) = R
(
Cp(H)X(i)

)
we can write

tan∠(S(i+1),S) ≤

 |Cp(λn+1)| + ∥∆̂
(i)

p ∥ csc∠(S(i),S)

|Cp(λn)| − ∥∆̂
(i)

p ∥ sec∠(S(i),S)

 tan∠(S(i),S)(3.1)

where ∆̂
(i)

p = Cp(Ĥ)X̂
(i)
− Cp(Ĥ)X̂

(i)

Proof. Partitioning the matrix Û
†
X̂

(i)
, we have Û

†
X̂

(i)
=
[
Ẑ

(i)
1

Ẑ
(i)
2

]
where Ẑ

(i)

1 =

Û
†
1X̂

(i)
and Ẑ

(i)

2 = Û
†
2X̂

(i)
. We note that the assumption S(i) ∩ S⊥ = {0} ensures

that Ẑ
(i)

1 is invertible. Consequently, we can write

Û
†
S(i+1) = R

(
Û

†
Cp(Ĥ)X̂

(i)
)
= R

(
Û

†
Cp(Ĥ)X̂

(i)
+ Û

†
∆̂

(i)

p

)
= R

(
Cp(Λ)Û

†
X̂

(i)
+ Û

†
∆̂

(i)

p

)
= R

([
Cp(Λ1)Ẑ

(i)

1 + Û
†
1∆̂

(i)

p

Cp(Λ2)Ẑ
(i)

2 + Û
†
2∆̂

(i)

p

])

Consequently, from Lemma 2.2 we can write

tan∠(S(i+1),S) =
∥∥∥∥(Cp(Λ2)Ẑ

(i)

2 + Û
†
2∆̂

(i)

p

)(
Cp(Λ1)Ẑ

(i)

1 + Û
†
1∆̂

(i)

p

)−1
∥∥∥∥

≤
∥Cp(Λ2)Ẑ

(i)

2 Ẑ
(i)

1

−1

Cp(Λ1)
−1∥ + ∥∆̂

(i)

p Ẑ
(i)

1

−1

Cp(Λ1)
−1∥

1− ∥∆̂
(i)

p Ẑ
(i)

1

−1

Cp(Λ1)−1∥
(3.2)

Note that in the last step, we have assumed that ∥∆̂
(i)

p Ẑ
(i)

1

−1

Cp(Λ1)
−1∥ < 1, and

using the fact that ∥Ẑ
(i)

1

−1

∥ = sec∠(S(i),S), a sufficient condition for this to be

true is |Cp(λn)| cos∠(S(i),S) > ∥∆̂
(i)

p ∥ . Upon further simplification using sub-
multiplicative property of matrix spectral norms and triangle inequality, the inequality
in (3.2) can be written as

tan∠(S(i+1),S) ≤
|Cp(λn+1)| sin∠(S(i),S) + ∥∆̂

(i)

p ∥

|Cp(λn)| cos∠(S(i),S)− ∥∆̂
(i)

p ∥

=

 |Cp(λn+1)| + ∥∆̂
(i)

p ∥ csc∠(S(i),S)

|Cp(λn)| − ∥∆̂
(i)

p ∥ sec∠(S(i),S)

 tan∠(S(i),S)

which proves the desired inequality in the theorem.
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Now for convergence we demand that ∠(S(i+1),S) < ∠(S(i),S) and consequently we
require

(3.3) |Cp(λn)| −|Cp(λn+1)| >∥∆̂
(i)

p ∥
(
sec∠(S(i),S) + csc∠(S(i),S)

)
∀i = 0, . . . ,∞

We note that if ∥∆̂
(i)

p ∥ remains nearly constant with iteration i, the right-hand
side of the inequality in (3.3) keeps increasing as we approach the exact eigenspace
and beyond a certain angle ∠(S(i),S) this inequality gets violated. Consequently,
the angle stops decreasing and we cannot approach the exact eigenspace beyond

that point. To this end, for robust convergence, we require that ∥∆̂
(i)

p ∥ also de-
creases as we approach the exact eigenspace, and we demonstrate that our proposed
residual-based reformulation of Chebyshev filtered subspace iteration procedure (R-
ChFSI) algorithm described subsequently accomplishes this. We further note that(
sec∠(S(i),S) + csc∠(S(i),S)

)
≥ 2
√
2 and consequently for convergence with ap-

proximations, we obtain the following necessary condition on ∥∆̂
(i)

p ∥ from (3.3),

∥∆̂
(i)

p ∥ <
|Cp(λn)| − |Cp(λn+1)|

2
√
2

.(3.4)

3.2. Standard Eigenvalue Problems. In this section we analyze the case of

B = I and consequently Ĥ = B− 1
2AB− 1

2 = H = A is a Hermitian matrix. We now
consider the specific case of utilizing a lower precision to compute the matrix product

HY
(i)
k in the Chebyshev recurrence relation defined by (2.2). We first evaluate the

upper bound on ∆(i)
p if one naively replaces the matrix product HY

(i)
k in (2.2) with

the approximate matrix product denoted as HY
(i)
k = H⊗Y

(i)
k , where ⊗ represents

the product evaluated with lower precision arithmetic, and argue that this method
will fail to converge to the same residual tolerance that can be achieved with full
precision matrix products. We then propose a residual-based reformulation of the
recurrence relation and argue that the proposed reformulation allows for convergence
to similar residual tolerances that can be achieved with full precision matrix products.

3.2.1. Traditional Chebyshev filtering method employing low-precision
matrix-products. Employing low-precision matrix-products, the recurrence relation

in (2.2) for Y
(i)
k = Ck(H)⊗X(i), where k = 2, . . . , p can be written as

Y
(i)
k+1 = akH⊗Y

(i)
k + bkY

(i)
k + ckY

(i)
k−1(3.5)

where for convenience of notation we have defined

ak =
2σk+1

e
bk = −2σk+1c

e
ck = −σkσk+1

and with the initial conditions Y
(i)
0 = X(i) and Y

(i)
1 = σ1

e (H− cI)X(i).
We now state some useful results required for further analysis

Lemma 3.2. If H ∈ Cm×m and X ∈ Cm×n, the spectral norm of the error
in evaluating the matrix product HX due to floating point approximations satisfies
∥HX−H⊗X∥ ≤ γm∥H∥ ∥X∥

Proof. This is a straightforward application of the results derived in [14, section
3.5]. We note that γm is a constant that depends on m, and the machine precision
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of the floating point arithmetic (denoted as εM ). For the case of dense real matrices,
we have γm = mεM/(1 − mεM ) and for dense complex matrices, it needs to be
appropriately modified as described in [14, section 3.6]. Further, we also note that
in the case where H is sparse, significantly tighter bounds independent of m can be
achieved depending on the specific implementations of the sparse matrix-dense matrix
multiplication routines.

Lemma 3.3. Consider a recurrence relation of the form

∆
(i)
k+1 = akH∆

(i)
k + bk∆

(i)
k + ck∆

(i)
k−1 + ake

(i)
k(3.6)

with ∥e(i)k ∥ ≤ h0∥∆(i)
k ∥ + h

(i)
1 ∀k = 1, 2, . . . , p. We can then write

∥∆(i)
k+1∥ ≤ g0k

(
∥∆(i)

0 ∥ + ∥∆(i)
1 ∥

)
+ g1kh

(i)
1(3.7)

Proof. From (3.6) we can write

∥∆(i)
k+1∥ ≤ |ak| ∥H∥ ∥∆

(i)
k ∥ + |bk| ∥∆(i)

k ∥ + |ck| ∥∆(i)
k−1∥ + |ak| ∥e(i)k ∥

≤ (|ak| ∥H∥ + |bk| + h0)∥∆(i)
k ∥ + |ck| ∥∆(i)

k−1∥ + |ak|h(i)
1

We define the following

d
(i)
k =

[
∥∆(i)

k ∥
∥∆(i)

k−1∥

]
Fk =

[
|ak| ∥H∥ + |bk| + |ak|h0 |ck|

1 0

]
E

(i)
k =

[
|ak|h(i)

1

0

]
we can now write

∥d(i)
k+1∥ ≤ ∥Fkd

(i)
k +E

(i)
k ∥ ≤ ∥Fk∥ ∥d(i)

k ∥ + |ak|h(i)
1

Consequently, we now have

∥d(i)
k+1∥ ≤

 k∏
j=1

∥Fj∥

 ∥d(i)
1 ∥ +

k∑
j=1

 k∏
r=j+1

∥Fr∥

 |aj |h(i)
1

We note that ∥∆(i)
k+1∥ ≤ ∥d

(i)
k+1∥ and ∥d(i)

1 ∥ ≤ ∥∆
(i)
0 ∥ + ∥∆(i)

1 ∥ . This results in

∥∆(i)
k+1∥ ≤

 k∏
j=1

∥Fj∥

(∥∆(i)
0 ∥ + ∥∆(i)

1 ∥
)
+

k∑
j=1

 k∏
r=j+1

∥Fr∥

 |aj |h(i)
1

Defining g0k =
∏k

j=1∥Fj∥ and g1k =
∑k

j=1

∏k
r=j+1∥Fr∥ |aj | we have

∥∆(i)
k+1∥ ≤ g0k

(
∥∆(i)

0 ∥ + ∥∆(i)
1 ∥

)
+ g1kh

(i)
1

Theorem 3.4. The spectral norm of the error ∆
(i)
k = Y

(i)
k −Y

(i)
k in the subspace

construction using lower precision arithmetic in matrix-products of the recurrence

relation (2.2) satisfies ∥∆(i)
k ∥ ≤ γmηk for k = 0, 1, . . . , p where ηk is some finite

constant that depends on k
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Proof. Using (2.2) and (3.5) we can now write a recurrence relation for ∆
(i)
k =

Y
(i)
k −Y

(i)
k as

∆
(i)
k+1 = akH∆

(i)
k + bk∆

(i)
k + ck∆

(i)
k−1 + ak

(
H⊗Y

(i)
k −HY

(i)
k

)
(3.8)

with the initial conditions ∆
(i)
0 = ∆

(i)
1 = 0. We note that this recurrence relation is

of the same form as that of (3.6) in Lemma 3.3 with e
(i)
k = H⊗Y

(i)
k −HY

(i)
k . From

Lemma 3.2 we have ∥e(i)k ∥ = ∥H⊗Y
(i)
k −HY

(i)
k ∥ ≤ γm∥H∥ ∥Y(i)

k ∥ . We further note
that

∥Y(i)
k ∥ = ∥∆(i)

k +Y
(i)
k ∥ ≤ ∥∆

(i)
k ∥ + ∥Y(i)

k ∥ ≤ ∥∆
(i)
k ∥ + ∥Ck(H)X(i)∥

≤ ∥∆(i)
k ∥ + ∥Ck(H)∥

Thus we have ∥e(i)k ∥ ≤ γm∥H∥ ∥∆(i)
k ∥ + γm∥H∥ ∥Ck(H)∥ . Using Lemma 3.3 with

∥∆(i)
0 ∥ = ∥∆(i)

1 ∥ = 0, h0 = γm∥H∥ and h
(i)
1 = γm∥H∥ ∥Ck(H)∥ we obtain ∥∆(i)

k ∥ ≤
γmηk with ηk = ∥H∥ ∥Ck(H)∥ g1k−1.

We now discuss the implications of the Theorem 3.4 within the context of (3.3).
Without loss of generality, we assume that our initial guess of trial subspace S(i) at
i = 0 satisfies the inequality below as stated in (3.3).

|Cp(λn)| − |Cp(λn+1)| > ∥∆̂
(i)

p ∥
(
sec∠(S(i),S) + csc∠(S(i),S)

)
(3.9)

While the above inequality is satisfied, ∠(S(i),S) reduces as i increases (from
Theorem 3.1). However, we note that the RHS of this equation does not monotonically
decrease with a decrease in ∠(S(i),S) and increases as ∠(S(i),S) approaches 0. Thus,
it stands to reason that beyond a certain value of ∠(S(i),S), the inequality in (3.9)
no longer holds, and we cannot approach the wanted eigenspace beyond this point.
Under the condition that γmηp << |Cp(λn)| −|Cp(λn+1)| , we can estimate the closest
angle that can be achieved and is given by the following expression

∠(S(i),S) ≈ γmηp
|Cp(λn)| − |Cp(λn+1)|

(3.10)

We now propose a residual-based reformulation of ChFSI and argue that the proposed
method does not suffer from this stagnation behavior even when employing lower
precision arithmetic in matrix products.

3.2.2. Proposed residual-based Chebyshev filtering approach. We now
propose a residual-based reformulation of the recurrence relation defined in (2.2). To
this end we define the residualRi

k in a given iteration i for k = 0, . . . , p in the following
way:

(3.11) R
(i)
k = Ck(H)X(i) −X(i)Ck(Λ

(i)) = Y
(i)
k −X(i)Λ

(i)
k for k = 0, . . . , p

where we have defined Λ
(i)
k = Ck(Λ

(i)) and recall p is the maximum Chebyshev
polynomial degree used in the subspace construction step.

Proposition 3.5. The recurrence relation given by (2.2) can be reformulated in

terms of the residuals defined by R
(i)
k = Y

(i)
k −X(i)Λ

(i)
k as

R
(i)
k+1 = akHR

(i)
k + bkR

(i)
k + ckR

(i)
k−1 + akR

(i)Λ
(i)
k(3.12)

Λ
(i)
k+1 = akΛ

(i)
k Λ(i) + bkΛ

(i)
k + ckΛ

(i)
k−1(3.13)
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where R
(i)
0 = 0 and R

(i)
1 = σ1

e R(i) with R(i) = HX(i) −X(i)Λ(i) and further we have
ak = 2σk+1/e, bk = −2σk+1c/e, and ck = −σkσk+1

Proof. The recurrence relation for Λ
(i)
k = Ck(Λ

(i)) can be written as

Λ
(i)
k+1 = akΛ

(i)
k Λ(i) + bkΛ

(i)
k + ckΛ

(i)
k−1

Multiplying with X(i) and subtracting from (2.2), we have

R
(i)
k+1 = akHR

(i)
k + bkR

(i)
k + ckR

(i)
k−1 + akR

(i)Λ
(i)
k

After computing R(i)
p using this recurrence relation we can now recover the desired

subspace Y(i)
p using the relation in (3.11) i.e., Y(i)

p = R(i)
p + X(i)Λ(i)

p . We note

that using approximate matrix multiplication for evaluating HR
(i)
k we can write the

following recurrence relation

R
(i)
k+1 = akH⊗R

(i)
k + bkR

(i)
k + ckR

(i)
k−1 + akR

(i)Λ
(i)
k(3.14)

and consequently, we have Y(i)
p = R(i)

p +X(i)Λ(i)
p .

We now prove a result useful for further analysis

Lemma 3.6. The spectral norm of the residual, R
(i)
k = Ck(H)X(i)−X(i)Ck(Λ

(i))

for k = 0, . . . , p, is bounded by ∥R(i)
k ∥ ≤ fk∥R(i)∥ where fk is a finite constant and

R(i) = HX(i) −X(i)Λ(i)

Proof. Let Ck(x) =
∑k

j=0 αjx
j , we can now write

R
(i)
k =

k∑
j=1

αj

(
HjX(i) −X(i)Λ(i)j

)
=

k∑
j=1

αj

j−1∑
r=0

Hj−r−1
(
HX(i) −X(i)Λ(i)

)
Λ(i)r

Using submultiplicativity of the spectral norm we can now write

∥R(i)
k ∥ ≤

k∑
j=0

j−1∑
r=0

∥αjH
j−r−1∥ ∥HX(i) −X(i)Λ(i)∥ ∥Λ(i)r∥ = fk∥R(i)∥

where we have defined fk =
∑k

j=0

∑j−1
r=0∥αjH

j−r−1∥ ∥Λ(i)r∥ .

Lemma 3.7. The spectral norm of the error ∆
(i)
k = Y

(i)
k − Y

(i)
k in the subspace

construction using lower precision arithmetic in matrix-products of the recurrence

relation (3.14) satisfies ∥∆(i)
k ∥ ≤ γmη̃k∥R(i)∥ for k = 0, 1, . . . , p where η̃k is some

finite constant that depends on k.

Proof. Using (3.12) and (3.14) we can now write a recurrence relation for ∆
(i)
k =

Y
(i)
k −Y

(i)
k as

∆
(i)
k+1 = akH∆

(i)
k + bk∆

(i)
k + ck∆

(i)
k−1 + ak

(
H⊗R

(i)
k −HR

(i)
k

)
(3.15)

with the initial conditions ∆
(i)
0 = ∆

(i)
1 = 0. We note that this recurrence relation is

of the same form as that of (3.6) in Lemma 3.3 with e
(i)
k = H⊗R

(i)
k −HR

(i)
k . From
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Lemma 3.2 we have ∥e(i)k ∥ = ∥H⊗R
(i)
k −HR

(i)
k ∥ ≤ γm∥H∥ ∥R(i)

k ∥ . We further note
that

∥R(i)
k ∥ = ∥∆(i)

k +R
(i)
k ∥ ≤ ∥∆

(i)
k ∥ + ∥R(i)

k ∥ ≤ ∥∆
(i)
k ∥ + fk∥R(i)∥

Thus we have ∥e(i)k ∥ ≤ γm∥H∥ ∥∆(i)
k ∥ + γmfk∥H∥ ∥R(i)∥ . Using Lemma 3.3 with

∥∆(i)
0 ∥ = ∥∆(i)

1 ∥ = 0, h0 = γm∥H∥ and h
(i)
1 = γmfk∥H∥ ∥R(i)∥ we obtain ∥∆(i)

k ∥ ≤
γmη̃k∥R(i)∥ with η̃k = fk∥H∥ g1k−1.

Lemma 3.8. The norm of the residual R(i) satisfies ∥R(i)∥ ≤ 2∥H∥ sin∠(S(i),S)

Proof. We have, R(i) = HX(i) −X(i)Λ(i) and the subspace diagonalization per-
formed in the Rayleigh-Ritz projection step associated with (i− 1)th iteration allows

one to write Λ(i) as Λ(i) = X(i)†HX(i). Subsequently we can write the residual

R(i) = (I − X(i)X(i)†)HX(i). We note that H = Û1Λ1Û
†
1 + Û2Λ2Û

†
2 and conse-

quently we can write

∥R(i)∥ = ∥(I−X(i)X(i)†)HX(i)∥ = ∥(I−X(i)X(i)†)(Û1Λ1Û
†
1 + Û2Λ2Û

†
2)X

(i)∥

≤ ∥(I−X(i)X(i)†)Û1∥ ∥Λ1∥ ∥Û
†
1X

(i)∥ + ∥(I−X(i)X(i)†)Û2∥ ∥Λ2∥ ∥Û
†
2X

(i)∥

Using the fact that sin∠(S(i),S) = ∥(I−X(i)X(i)†)Û1∥ = ∥Û
†
2X

(i)∥ and the in-

equalities ∥Û
†
1X

(i)∥ ≤ 1, ∥(I−X(i)†X(i))Û2∥ ≤ 1 we can write

∥R(i)∥ ≤ sin∠(S(i),S)(∥Λ1∥ + ∥Λ2∥ ) ≤ 2∥H∥ sin∠(S(i),S)(3.16)

Theorem 3.9. The necessary condition for ∠(S(i+1),S) < ∠(S(i),S) for the case
of residual-based Chebyshev filtering approach can be written as

|Cp(λn)| − |Cp(λn+1)| > 2∥H∥ γmη̃p

(
1 + tan∠(S(i),S)

)
(3.17)

and if this inequality is satisfied for i = i0 then it holds for all i > i0

Proof. From Lemmas 3.6 to 3.8 we have ∥∆̂
(i)

p ∥ ≤ 2∥H∥ γmη̃p sin∠(S(i),S) and
in order to have ∠(S(i+1),S) < ∠(S(i),S) from (3.1) we require

|Cp(λn)| − |Cp(λn+1)| > 2∥H∥ γmη̃p

(
1 + tan∠(S(i),S)

)
(3.18)

We note that if this inequality is satisfied for some i = i0 then it holds for all i > i0
as the RHS decreases with decreasing ∠(S(i),S) and hence we conclude that the
R-ChFSI method can converge under approximations where the ChFSI method fails.

3.3. Generalized Eigenvalue Problems. We now analyze the case of a Her-
mitian generalized eigenproblem in (2.1) given by Aui = λiBui or equivalently
Hui = λiui with H = B−1A. In constructing a subspace rich in the desired eigen-
vectors using Chebyshev filtered subspace iteration approach, we consider the specific
case of approximating B−1 with a matrix D−1 such that D−1B ≈ I in evaluating the

matrix product HY
(i)
k within the Chebyshev recurrence relation defined by (2.2). We

note that specific forms of the approximation, such as choosing D to be diagonal or
block diagonal, can give significant performance benefits.
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3.3.1. Traditional Chebyshev filtering approach with inexact matrix-
products involving D−1. Using the approximation D−1 for B−1, the construction
of filtered subspace using the recurrence relation in (2.2) is now accomplished by

defining Y
(i)
k = Ck(D

−1A)X(i), where k = 2, . . . , p, and subsequently the 2-term
recurrence relation can be written as

Y
(i)
k+1 = akD

−1AY
(i)
k + bkY

(i)
k + ckY

(i)
k−1(3.19)

with the initial conditions Y
(i)
0 = X(i) and Y

(i)
1 = σ1

D−1A−cI
e X(i).

Theorem 3.10. The spectral norm of the error ∆
(i)
k = Y

(i)
k −Y

(i)
k in the subspace

construction using inexact matrix products of the recurrence relation (2.2) involving

D−1 satisfies ∥∆(i)
k ∥ ≤ ζηk for k = 0, 1, . . . , p where ηk is some finite constant that

depends on k and ζ = ∥D−1 −B−1∥

Proof. Using (2.2) and (3.19) we can now write a recurrence relation for ∆
(i)
k =

Y
(i)
k −Y

(i)
k as

∆
(i)
k+1 = akH∆

(i)
k + bk∆

(i)
k + ck∆

(i)
k−1 + ak

(
D−1AY

(i)
k −B−1AY

(i)
k

)
(3.20)

with the initial conditions ∆
(i)
0 = 0 and ∆

(i)
1 = σ1

e (D−1 − B−1)X(i). We note
that this recurrence relation is of the same form as that of (3.6) in Lemma 3.3 with

e
(i)
k = D−1AY

(i)
k −B−1AY

(i)
k . We now have ∥e(i)k ∥ = ∥D−1AY

(i)
k −B−1AY

(i)
k ∥ ≤

ζ∥A∥ ∥Y(i)
k ∥ . We further note that

∥Y(i)
k ∥ = ∥∆(i)

k +Y
(i)
k ∥ ≤ ∥∆

(i)
k ∥ + ∥Ck(H)X(i)∥ ≤ ∥∆(i)

k ∥ + ∥Ck(H)∥

Thus we have ∥e(i)k ∥ ≤ ζ∥A∥ ∥∆(i)
k ∥ + ζ∥A∥ ∥Ck(H)∥ . Using Lemma 3.3 with

∥∆(i)
0 ∥ = 0 and ∥∆(i)

1 ∥ = ∥σ1

e (D−1 − B−1)X(i)∥ ≤ |σ1

e | ζ, h0 = ζ∥A∥ and h
(i)
1 =

ζ∥A∥ ∥Ck(H)∥ we obtain ∥∆(i)
k ∥ ≤ ζηk with ηk = g0k−1|

σ1

e | + ∥A∥ ∥Ck(H)∥ g1k−1.

We now discuss this result in the context of (3.3). Without loss of generality, we
assume that our initial guess at i = 0 satisfies (3.3) and this allows for ∠(S(i),S) to
decrease as i increases. However, we note that the RHS of (3.3) does not monotonically
decrease with ∠(S(i),S) and in fact increases as ∠(S(i),S) approaches 0. Thus, it
stands to reason that beyond a certain value of ∠(S(i),S) (3.3) no longer holds,
and we cannot approach the wanted eigenspace beyond this point. Assuming that
ζηp << |Cp(λn)| −|Cp(λn+1)| we estimate that the closest angle that can be achieved
is

∠(S(i),S) ≈ ζηp
|Cp(λn)| − |Cp(λn+1)|

(3.21)

We now propose a residual-based reformulation of ChFSI for the generalized eigen-
value problem and argue that the proposed method does not suffer from this limita-
tion.

3.3.2. Proposed residual-based Chebyshev filtering approach for gen-
eralized eigenproblem. We now propose a residual-based reformulation of the

recurrence relation defined in (2.2). To this end we redefine the residual R
(i)
k =

B−1D(Ck(H)X(i) −X(i)Ck(Λ
(i))) = B−1D(Y

(i)
k −X(i)Λ

(i)
k ) for k = 0, . . . , p, where

we have defined Λ
(i)
k = Ck(Λ

(i)).
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Proposition 3.11. The recurrence relation given by (2.2) can be reformulated in

terms of the BR
(i)
k = D(Y

(i)
k −X(i)Λ

(i)
k ) as

BR
(i)
k+1 = akDHD−1BR

(i)
k + bkBR

(i)
k + ckBR

(i)
k−1 + akDB−1R(i)Λ

(i)
k(3.22)

where BR
(i)
0 = 0 and BR

(i)
1 = σ1

e DR(i) with R(i) = HX(i) −X(i)Λ(i).

Proof. The recurrence relation for Λ
(i)
k = Ck(Λ

(i)) can be written as

Λ
(i)
k+1 = akΛ

(i)
k Λ(i) + bkΛ

(i)
k + ckΛ

(i)
k−1

Multiplying with X(i) and subtracting from (2.2), we have

BR
(i)
k+1 = akDHD−1BR

(i)
k + bkBR

(i)
k + ckBR

(i)
k−1 + akDR(i)Λ

(i)
k

After computing BR(i)
p using this recurrence relation we can now evaluate Y(i)

p

using the relation Y(i)
p = D−1BR(i)

p + X(i)Λ(i)
p . We note that using approximation

DB−1 ≈ I we can write the following recurrence relation

BR
(i)
k+1 = akAD−1BR

(i)
k + bkBR

(i)
k + ckBR

(i)
k−1 + akBR(i)Λ

(i)
k(3.23)

with BR
(i)
0 = 0 and BR

(i)
1 = σ1

e BR(i) and consequently, we have Y
(i)
k = D−1BR

(i)
k +

X(i)Λ
(i)
k . Note that this recurrence relation does not require the evaluation of B−1.

Lemma 3.12. The spectral norm of the error ∆
(i)
k = Y

(i)
k −Y

(i)
k in the subspace

construction using recurrence relation given by (3.23) satisfies ∥∆(i)
k ∥ ≤ ζη̃k∥R(i)∥

for k = 0, 1, . . . , p where η̃k is some finite constant that depends on k and ζ = ∥D−1−
B−1∥ .

Proof. Using (3.22) and (3.23) we can now write a recurrence relation for ∆
(i)
k =

Y
(i)
k −Y

(i)
k = D−1B(R

(i)
k −R

(i)
k ) as

∆
(i)
k+1 = akH∆

(i)
k + bk∆

(i)
k + ck∆

(i)
k−1+ak

(
D−1 −B−1

) (
BR(i)Λ

(i)
k +AD−1BR

(i)
k

)
with the initial conditions ∆

(i)
0 = 0 and ∆

(i)
1 = σ1

e (D−1 −B−1)BR(i). We note that
this recurrence relation is of the same form as that of (3.6) in Lemma 3.3 with

e
(i)
k =

(
D−1 −B−1

) (
BR(i)Λ

(i)
k +AD−1BR

(i)
k

)
=⇒ ∥e(i)k ∥ ≤ ζ(∥B∥ ∥R(i)∥ ∥Λ(i)

k ∥ + ∥A∥ ∥D−1BR
(i)
k ∥ )

We further note that using Lemma 3.6 we can write

∥D−1BR
(i)
k ∥ = ∥∆(i)

k +D−1BR
(i)
k ∥ ≤ ∥∆

(i)
k ∥ + fk∥D−1B∥ ∥R(i)∥

Thus we have ∥e(i)k ∥ ≤ ζ∥A∥ ∥∆(i)
k ∥ + ζ(fk∥A∥ ∥D−1B∥ + ∥B∥ ∥Λ(i)

k ∥ ). Now, using

Lemma 3.3 with ∥∆(i)
0 ∥ = 0 and ∥∆(i)

1 ∥=∥σ1

e (D−1−B−1)BR(i)∥≤ |σ1

e | ζ∥B∥ ∥R
(i)∥ ,

h0 = ζ∥A∥ and h
(i)
1 = ζ(fk∥A∥ ∥D−1B∥ + ∥B∥ ∥Λ(i)

k ∥ )∥R
(i)∥ we obtain ∥∆(i)

k ∥ ≤
ζη̃k∥R(i)∥ with η̃k = |σ1

e | ∥B∥ g
0
k−1 + (fk∥A∥ ∥D−1B∥ + ∥B∥ ∥Λ(i)

k ∥ )g1k−1.
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Theorem 3.13. The necessary condition for ∠(S(i+1),S) < ∠(S(i),S) for the
case of residual-based Chebyshev filtering approach can be written as

|Cp(λn)| − |Cp(λn+1)| > 2∥H∥ ζη̃p
(
1 + tan∠(S(i),S)

)
(3.24)

and if this inequality is satisfied for at i = i0 then it holds for all i > i0

Proof. As a consequence of Lemmas 3.6, 3.8, and 3.12 we can now write ∥∆̂
(i)

p ∥ ≤
2∥H∥ ζη̃p sin∠(S(i),S) and in order to have ∠(S(i+1),S) < ∠(S(i),S) from (3.1) we
require

|Cp(λn)| − |Cp(λn+1)| > 2∥H∥ ζη̃p
(
1 + tan∠(S(i),S)

)
(3.25)

We note that if this inequality is satisfied for some i = i0 then it holds for all i > i0
as the RHS decreases with decreasing ∠(S(i),S) and hence we conclude that the R-
ChFSI method can converge under approximations where the ChFSI method fails
even for generalized eigenvalue problems.

4. Results and Discussion. We present a detailed evaluation of the accuracy
and efficiency achieved by the proposed residual-based Chebyshev filtered subspace
iteration (R-ChFSI) method for solving real symmetric and complex Hermitian ei-
genvalue problems both for standard and generalized eigenproblems. We compare
the performance of the R-ChFSI method with that of traditional ChFSI approaches,
demonstrating its improved accuracy even when employing inexact matrix-vector
products. Additionally, we investigate its performance on “Eos” NVIDIA DGX Su-
perPOD with NVIDIA H100 GPUs and Intel Xeon Platinum 8480C CPUs, demon-
strating its ability to maintain high accuracy while achieving greater computational
efficiency. For generalized eigenvalue problems of the form Ax = λBx, we explore
the use of diagonal approximations of B to compute its inverse for the subspace con-
struction step within both the ChFSI and R-ChFSI methods, showing that the latter
can achieve significantly lower residual tolerances. For all our benchmarks studies
reported in this work, we consider the sparse matrix eigenvalue problems that arise
from higher-order finite-element discretization of Kohn-Sham density functional the-
ory (DFT) [2, 34, 38, 37, 7, 28, 31, 29].

In the following subsections, we focus on specific problem classes, starting with
the results for standard eigenvalue problems, including the cases of real symmetric
and complex Hermitian matrices, followed by generalized eigenvalue problems, where
we assess the convergence behavior and the performance of the ChFSI and the R-
ChFSI methods. To this end, we consider a set of three benchmark systems whose
dimensions are summarized in Table 1. These eigenvalue problems are obtained from
the finite-element discretization of the Kohn-Sham DFT equations for the periodic
supercells of various sizes for body-centered cubic Molybdenum systems with a single
vacancy. For all the benchmarks we utilize a Chebyshev polynomial degree of 75.

4.1. Standard Eigenvalue Problems. We now evaluate the accuracy and per-
formance of the proposed R-ChFSI method as described in Algorithm 4.1 for solving
the standard eigenvalue problems. We choose the eigenproblem encountered in us-
ing the higher-order finite-element discretization of Kohn-Sham DFT as outlined in
[7, 28]. We begin by comparing the R-ChFSI method to the ChFSI method using
FP32 and TF32 arithmetic. We demonstrate below that the R-ChFSI method with
FP32 and TF32 arithmetic converges to the desired residual tolerance in a similar
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Table 1
Dimensions of the benchmark problems considered. These correspond to 3 material systems

comprising 6×6×6, 8×8×8 and 10×10×10 body-centered-cubic periodic supercells of Molybdenum
with a single vacancy.

System # of DoFs (m) # of wanted eigenvectors (n) Subspace dimension
(1) 1728000 3000 3600
(2) 4251528 7000 8400
(3) 7645373 14000 16800

number of iterations as that of the ChFSI method employing FP64 arithmetic. In
contrast, the ChFSI method with FP32 and TF32 arithmetic fails to reach the same
residual tolerance as that of the ChFSI method with FP64 arithmetic.

Algorithm 4.1 R-ChFSI procedure for standard Hermitian eigenvalue problems

INPUTS: Chebyshev polynomial order p, estimates of the bounds of the
eigenspectrum λmax, λmin, estimate of the upper bound of the wanted spectrum λT

and the initial guess of eigenvectors X(i) and eigenvalues Λ(i)

OUTPUT: The filtered subspace Y(i)
p

TEMPORARY VARIABLES:X, Y, RX, RY,ΛX and ΛY

e← λmax−λT

2 ; c← λmax+λT

2 ; σ ← e
λmin−c ; σ1 ← σ; γ ← 2

σ1

X← X(i); Y← AX(i) −X(i)Λ(i)

RX ← 0; RY ← 2σ1

e Y

ΛX ← I; ΛY ← 2σ1

e

(
Λ(i) − cI

)
for k ← 2 to p do
σ2 ← 1

γ−σ

RX ← 2σ2

e ARY − 2σ2

e cRY − σσ2RX + 2σ2

e YΛY

ΛX ← 2σ2

e ΛYΛ(i) − 2σ2

e cΛY − σσ2ΛX

swap(X,Y); swap(ΛX,ΛY); σ = σ2

end for
X← RY +XΛY

return X

4.1.1. Symmetric Eigenvalue Problems. We now consider the finite-element
discretization of the Kohn-Sham DFT equations sampled at the origin (Gamma point)
of the Brillouin zone for the material systems described in Table 1. This ensures
that the resulting discretized equation is a real symmetric eigenvalue problem. The
computation of the matrix multi-vector products with FP64 arithmetic is performed
according to the methodology prescribed by [7, 28]. When using FP32 arithmetic to
evaluate ARY in Algorithm 4.1, the data structures storing the matrix A and multi-
vectors RX and RY are in FP32 format and the BLAS calls used to perform ARY are
replaced with corresponding FP32 variants while the addition and scaling of multi-
vectors is done using FP64 arithmetic. For TF32 arithmetic on NVIDIA GPUs we
replace the cublasSgemm and its strided/batched variants with cublasGemmEx and its
strided/batched variants with computeType set to CUBLAS COMPUTE 32F FAST TF32.

From Figure 1, we observe that for all the benchmark systems summarized in
Table 1, the accuracy achieved by the FP32 and TF32 variants for the R-ChFSI
method is comparable to that achieved by the FP64 variant of the ChFSI method,
whereas the FP32 and TF32 variants of the ChFSI method show significant reduction
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in achievable residual tolerance. We also note that the rate of convergence that is
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Fig. 2. Speedups of lower precision ChFSI and R-ChFSI methods over the FP64 ChFSI method
for subspace construction to solve the symmetric standard eigenvalue problem on GPUs for the
benchmark systems described in Table 1.

speedups achieved by the FP32 and TF32 variants of ChFSI and R-ChFSI over the
FP64 variant of ChFSI in Figure 2 on NVIDIA H100 GPU accelerators. We note that
we obtain similar speedups for both the ChFSI and R-ChFSI methods allowing us to
conclude that the additional overheads in the R-ChFSI method are negligible. We
have achieved speedups of up to 1.75x for the TF32 variant of the R-ChFSI method
over the baseline implementation of the ChFSI method with FP64 arithmetic. We
also report the speedups achieved by the FP32 variant of ChFSI and R-ChFSI over
the FP64 variant of ChFSI in Figure 3 on Intel Xeon Platinum 8480C CPUs. We note
that the speedups of the R-ChFSI method are slightly lower than ChFSI method due
to the additional overheads in the R-ChFSI method. We achieve speedups of up to
2.1x for the FP32 variant of the R-ChFSI method over the baseline implementation
of the ChFSI method with FP64 arithmetic.

4.1.2. Hermitian Eigenvalue Problems. We now consider the finite-element
discretization of the Kohn-Sham DFT equations at a non-zero k-point [7] in the
Brillouin zone for the systems described in Table 1. The resulting discretized equation
is now a complex Hermitian eigenvalue problem. The computation of the matrix
multi-vector products with FP64 arithmetic is done according to the methodology
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Fig. 3. Speedups of lower precision ChFSI and R-ChFSI methods over the FP64 ChFSI method
for subspace construction to solve the symmetric standard eigenvalue problem on CPUs for the
benchmark systems described in Table 1.

prescribed by [7, 28]. When using FP32 arithmetic to evaluateARY in Algorithm 4.1,
the data structures storing the matrix A and multi-vectors RX and RY are in FP32
format and the BLAS calls used to perform ARY are replaced with corresponding
FP32 variants while the addition and scaling of multi-vectors is done using FP64
arithmetic. For TF32 arithmetic on NVIDIA GPUs we replace the cublasCgemm and
its strided/batched variants with cublasGemmEx and its strided/batched variants with
computeType set to CUBLAS COMPUTE 32F FAST TF32. From Figure 4, we observe that
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for all the benchmark systems summarized in Table 1, the accuracy achieved by the
FP32 and TF32 variants for the R-ChFSI method is comparable to that achieved by
the FP64 variant of the ChFSI method, whereas the FP32 and TF32 variants of the
R-ChFSI method show a significant reduction in achievable residual tolerance. We
also note that the rate of convergence that is achieved by the FP32 and TF32 variants
for the R-ChFSI method is comparable to that achieved by the FP64 variant of the
ChFSI.

We also report the speedups achieved by the FP32 and TF32 variants of ChFSI
and R-ChFSI over the FP64 variant of ChFSI in Figure 5 on NVIDIA H100 GPU
accelerators. We note that we obtain similar speedups for both the ChFSI and R-
ChFSI methods allowing us to conclude that the additional overheads in the R-ChFSI
method are negligible. We achieve speedups of up to 2.0x for the TF32 variant of the
R-ChFSI method over the baseline implementation of the ChFSI method with FP64



RESIDUAL-BASED CHEBYSHEV FILTERING 19

 0

 0.5

 1

 1.5

 2

 2.5

 3

ChFSI R-ChFSI ChFSI R-ChFSI 

ChFSI FP32
R-ChFSI FP32

ChFSI TF32
R-ChFSI TF32

Sp
ee

du
p 

w
.r.

t. 
Ch

FS
I F

P6
4

m=1728000
 n=3000 

 2 nodes Nvidia DGX H100 (16 GPUs)

ChFSI R-ChFSI ChFSI R-ChFSI 

m=4251528
 n=7000

 4 nodes Nvidia DGX H100 (32 GPUs)

ChFSI R-ChFSI ChFSI R-ChFSI 

m=7645373
 n=14000 

 10 nodes Nvidia DGX H100 (80 GPUs)

Fig. 5. Speedups of lower precision ChFSI and R-ChFSI methods over the FP64 ChFSI method
for subspace construction to solve the Hermitian standard eigenvalue problem on GPUs for the
benchmark systems described in Table 1.
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Fig. 6. Speedups of lower precision ChFSI and R-ChFSI methods over the FP64 ChFSI method
for subspace construction to solve the Hermitian standard eigenvalue problem on CPUs for the
benchmark systems described in Table 1.

We also report the speedups achieved by the FP32 variant of ChFSI and R-ChFSI
over the FP64 variant of ChFSI in Figure 6 on Intel Xeon Platinum 8480C CPUs. We
note that the speedups of the R-ChFSI method are slightly lower due to the additional
overheads in the R-CHFSI method. We have achieved speedups of up to 2.0x for the
FP32 variant of the R-ChFSI method over the baseline implementation of the ChFSI
method with FP64 arithmetic.

4.2. Generalized Eigenvalue Problems. We now evaluate the accuracy and
performance of the proposed R-ChFSI method for generalized eigenvalue problems as
described in Algorithm 4.2 resulting from the higher-order finite-element discretized
Kohn-Sham DFT equations. The generalized eigen problem arises in the finite-element
discretization of DFT equations because of the non-orthogonality of the FE basis
functions. We begin by comparing the R-ChFSI method to the ChFSI method using a
diagonal approximation of the finite-element overlap matrix. To this end, we consider
the set of three benchmark systems whose dimensions are summarized in Table 1.
We demonstrate that the R-ChFSI method converges to a significantly lower residual
tolerance than the ChFSI method when the diagonal approximation is employed for
approximating the inverse overlap matrix during the subspace construction.
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Algorithm 4.2 R-ChFSI procedure for generalized Hermitian eigenvalue problems

INPUTS: Chebyshev polynomial order p, estimates of the bounds of the
eigenspectrum λmax, λmin, estimate of the upper bound of the wanted spectrum λT

and the initial guess of eigenvectors X(i) and eigenvalues Λ(i)

OUTPUT: The filtered subspace Y(i)
p

TEMPORARY VARIABLES:X, Y, RX, RY,ΛX and ΛY

e← λmax−λT

2 ; c← λmax+λT

2 ; σ ← e
λmin−c ; σ1 ← σ; γ ← 2

σ1

X← X(i); Y← AX(i) −BX(i)Λ(i)

RX ← 0; RY ← 2σ1

e Y

ΛX ← I; ΛY ← 2σ1

e

(
Λ(i) − cI

)
for k ← 2 to p do
σ2 ← 1

γ−σ

RX ← 2σ2

e AD−1RY − 2σ2

e cRY − σσ2RX + 2σ2

e YΛY

ΛX ← 2σ2

e ΛYΛ(i) − 2σ2

e cΛY − σσ2ΛX

swap(X,Y); swap(ΛX,ΛY); σ = σ2

end for
X← D−1RY +XΛY

return X

4.2.1. Symmetric Eigenvalue Problems. We now consider the finite-element
discretization of the Kohn-Sham DFT equations at the origin (Gamma point) in the
Brillouin zone for the systems described in Table 1. This ensures that the resulting
discretized equation is a real symmetric eigenvalue problem. All the computations
are done with FP64 according to the methodology prescribed by [7, 28].
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method and the R-ChFSI method to solve the symmetric generalized eigenvalue problem for the
benchmark systems described in Table 1.

From Figure 7, we observe that for all the benchmark systems summarized in
Table 1, the residual tolerance than can be achieved by the R-ChFSI method is nearly
10 orders of magnitude lower than what can be achieved using the ChFSI method
when employing the diagonal approximation for the inverse overlap matrix. We
also note that our proposed R-ChFSI algorithm allows us to construct the filtered
subspace using lower precision and we report the residuals achieved by the FP32
and TF32 variants of R-ChFSI in Figure 8. We also report the speedups achieved
by the FP32 and TF32 variants of R-ChFSI over the FP64 variant of R-ChFSI in
Figure 9 on NVIDIA H100 GPU accelerators. We achieve speedups of up to 2.3x for
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Fig. 9. Speedups of lower precision R-ChFSI methods over the FP64 R-ChFSI method for sub-
space construction to solve the symmetric generalized eigenvalue problem for the benchmark systems
described in Table 1.

the TF32 variant of the R-ChFSI method over the baseline implementation of the
ChFSI method with FP64 arithmetic.

4.2.2. Hermitian Eigenvalue Problems. We now consider the finite-element
discretization of the Kohn-Sham DFT equations at a non-zero k-point [7] in the
Brillouin zone for the systems described in Table 1. The resulting discretized equation
is now a complex Hermitian eigenvalue problem. All the computations are done
with FP64 according to the methodology prescribed by [7, 28]. From Figure 10, we
observe that for all the benchmark systems summarized in Table 1, even for Hermitian
eigenvalue problems the residual tolerance than can be achieved by the R-ChFSI
method is nearly 10 orders of magnitude lower than what can be achieved using the
ChFSI method when employing the diagonal approximation for the inverse overlap
matrix. We also note that our proposed R-ChFSI algorithm allows for us to construct
the filtered subspace using lower precision and we report the residuals achieved by
the FP32 and TF32 variants of R-ChFSI in Figure 11. We also report the speedups
achieved by the FP32 and TF32 variants of R-ChFSI over the FP64 variant of R-
ChFSI in Figure 12 on NVIDIA H100 GPU accelerators. We achieve speedups of up
to 2.7x for the TF32 variant of the R-ChFSI method over the baseline implementation
of the R-ChFSI method with FP64 arithmetic.

5. Conclusion. In this work, we presented a residual-based Chebyshev filtered
subspace iteration (R-ChFSI) method tailored for large sparse Hermitian eigenvalue
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Fig. 12. Speedups of lower precision R-ChFSI methods over the FP64 R-ChFSI method for sub-
space construction to solve the Hermitian generalized eigenvalue problem for the benchmark systems
described in Table 1.

problems while being tolerant to inexact matrix-vector products. We have demon-
strated that the proposed method significantly outperforms the standard Chebyshev
filtered subspace iteration (ChFSI) approach through extensive analysis and numeri-
cal experiments. We have provided a mathematical justification demonstrating that
this reformulation reduces the numerical error in the Chebyshev filtered subspace
construction while employing inexact matrix-vector products compared to the tra-
ditional ChFSI recurrence relation. We have studied the performance and accuracy
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of R-ChFSI under different computational precisions, demonstrating that it main-
tains robust convergence properties even when using lower-precision arithmetic. This
characteristic makes it particularly suitable for modern hardware architectures that
prioritize low-precision operations for efficiency gains in AI training. The results in-
dicate that R-ChFSI achieves similar residual tolerances as full-precision ChFSI while
retaining the performance benefits of reduced precision arithmetic.

For standard eigenvalue problems, we demonstrate that the proposed R-ChFSI
method leverages the advantages of low-precision arithmetic. This capability is crit-
ical in today’s computational landscape, where the use of low-precision arithmetic
(e.g., FP32, TF32) on modern hardware accelerators can dramatically reduce com-
putational costs while the proposed R-ChFSI method still allows us to achieve high
accuracy. Our benchmarks demonstrate that, for large-scale eigenproblems, R-ChFSI
attains residual norms in the range of 10−12 to 10−14 which is a significant improve-
ment over traditional ChFSI methods, that stagnate at residuals around 10−6 when
using lower precision. In the context of generalized eigenvalue problems of the form
Ax = λBx, the proposed R-ChFSI method is particularly impactful due to its ability
to incorporate approximate inverses of B. By replacing the exact computation of
matrix inverses with computationally inexpensive approximate inverses (e.g., diago-
nal or block-diagonal approximations of B), the method not only reduces the overall
computational burden but also maintains convergence robustness. This results in
substantial performance gains, as the proposed approach achieves residual tolerances
that are up to ten orders of magnitude lower than those obtainable with traditional
ChFSI when solving generalized problems. We further note that even in the context
of generalized eigenvalue problems, the proposed R-ChFSI method allows us to uti-
lize low-precision arithmetic alongside approximate inverses, further enhancing the
computational gains.

The proposed R-ChFSI method is particularly relevant for quantum mechanics
and material science applications, where we encounter large-scale sparse Hermitian
eigenvalue problems. By enabling the use of lower-precision arithmetic without com-
promising accuracy, the proposed method provides an efficient alternative for large-
scale simulations that require extensive computational resources. The ability to retain
accuracy comparable to full precision solvers with reduced precision arithmetic further
facilitates integration with modern accelerators, such as GPUs and specialized tensor-
processing hardware. The findings in this study open avenues for further optimization
and application of R-ChFSI in large-scale scientific computing tasks, including elec-
tronic structure calculations and other domains requiring efficient sparse eigenvalue
solvers.
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